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Abstract

After the introduction of the concept of BCK, BCH, dual BCK and MV -algebras [2, 6], many authors
have studied their properties in the last two decades. Prasad and Rani [7] introduced the concept of a U -
algebra and studied some of its properties and applications. The existence of certain examples motivated
us to introduce the concept of a V -algebra, which has properties different from those of U -algebras. The
structures studied in [1, 2, 3, 4] are distinct from the structures of U -algebras and V -algebras[5] in several
respects. Some structural properties of V -algebras are discussed in this paper.
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Keywords and Phrases: U-algebra, V-algebra, BCK -algebra, BCH -algebra, MV -algebra.

1 Introduction
Firstly, we mention the definition and some properties of a U−algebra:

Definition 1.1. An U-algebra (X; ∗, u) is a triplet consisting of a non-empty set X, a binary operation ∗
and an initial element u subject to the following conditions:

(U 1) u ∗ s = s.
(U 2) s ∗ s = s.
(U 3) (s ∗ t) ∗ v = (s ∗ v) ∗ t.
(U 4) s ∗ (t ∗ v) = (s ∗ t) ∗ (s ∗ v).

for all s, t, v ∈ X.

Lemma 1.1. The following conditions are also satisfied in a U−algebra:

(U 5) s ∗ u = s.
(U 6) s ∗ t = t ∗ s.
(U 7) (s ∗ (s ∗ t)) ∗ t = s ∗ t.
(U 8) s ∗ t = u⇒ s = u, t = u.
(U 9) (s ∗ t) ∗ s = s ∗ (s ∗ t) = s ∗ t.

for all s, t, v ∈ X.

Note 1.1. The base of the above system is the following operation defined on {0, 1}:

Table 1.1

∗ 0 1
0 0 1
1 1 1
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However, if we change the binary operation on {0, 1} as follows, then it gives rise to another system,
which we call a V -algebra.

Table 1.2

∗ 0 1
0 0 0
1 1 1

Definition 1.2. A V-algebra is a system (X; ∗, u) consisting of a non-empty set X, a binary operation ∗
and a fixed element u satisfying the following conditions:

(V 1) u ∗ s = u.
(V 2) ≡ (U5) s ∗ u = s.
(V 3) ≡ (U3) (s ∗ t) ∗ v = (s ∗ v) ∗ t.
(V 4) ≡ (U4) s ∗ (t ∗ v) = (s ∗ t) ∗ (s ∗ v).

for all s, t, v ∈ X.

Lemma 1.2. Let (X; ∗, u) be a V-algebra. Then for all s, t ∈ X we have:

(V 5) s ∗ s = s.
(V 6) s = s ∗ (s ∗ t).
(V 7) (s ∗ (s ∗ t)) ∗ t = s ∗ t.
(V 8) s ∗ (t ∗ s) = (s ∗ t) ∗ s.

Proof. (V5): Putting t = v = u in (V4), we get
s ∗ (u ∗ u) = (s ∗ u) ∗ (s ∗ u)
=⇒ s ∗ u = s ∗ s
=⇒ s = s ∗ s.
(V6): Putting t = u and v = t in (V4), we get
s ∗ (u ∗ t) = (s ∗ u) ∗ (s ∗ t)
=⇒ s = s ∗ (s ∗ t).
(V7): (s ∗ (s ∗ t)) ∗ t = (s ∗ t) ∗ (s ∗ t) = s ∗ t by (V5).
(V8): Putting v = s in (V4), we get s ∗ (t ∗ s) = (s ∗ t) ∗ (s ∗ s) = (s ∗ t) ∗ s.

Definition 1.3. Let (X; ∗, u) be a Valgebra and let E ⊆ X. Then E is called:

(a) a pre subalgebra of X if x, y ∈ E =⇒ x ∗ y ∈ E;
(b) a subalgebra of X if u ∈ E and x, y ∈ E =⇒ x ∗ y ∈ E;
(c) an extended subalgebra of X if there exists v ∈ E (v 6= u) such that v ∗ x = v and x ∗ v =
x for all x ∈ E and x, y ∈ E =⇒ x ∗ y ∈ E.

2 Some structural properties
Theorem 2.1. Let X be an integral domain with |X| ≥ 3, zero element 0 and unit element 1. Then (X; ∗, 0)
is a V-algebra if and only if

x ∗ y = 1 · x+ 0 · y.

Proof. Assume that (X, ∗, 0) is a V -algebra and x ∗ y is expressible in quadratic form as

x ∗ y = Ax2 +Bxy + Cy2 +Dx+ Ey + F, (2.1)

where A,B,C,D,E, F are constants in X. Then condition (V5) implies

x = x ∗ x = Ax2 +Bx2 + Cx2 +Dx+ Ex+ F

⇒ A+B + C = 0, D + E = 1, F = 0. (2.2)

Again, condition (V 1) implies
0 = 0 ∗ x = Cx2 + Ex+ F

⇒ C = 0, E = 0, F = 0. (2.3)
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From condition (V 2), we get
x = x ∗ 0 = Ax2 +Dx+ F

⇒ A = 0, D = 1, F = 0. (2.4)

From (2.2), (2.3), and (2.4), we get

B = 0, D = 1, E = 0, F = 0.

Putting these values in (2.1), we have

x ∗ y = 1 · x+ 0 · y = x.

On the other hand, if x ∗ y = x in X and 0 is an initial element, then (X, ∗, 0) is a V -algebra.

Corollary 2.1. Every finite set E = {a0, a1, . . . , an} is a V -algebra with initial element a0 and binary
operation ∗ defined as ai ∗ aj = ai, for all ai, aj ∈ E.

Theorem 2.2. The Cartesian product of two V -algebras is a V -algebra under a suitable binary operation.

Proof. Let (X; ∗, u) and (Y ; ◦, v) be two V -algebras and let

Z = X × Y.
For (s1, t1), (s2, t2) ∈ Z, we define

(s1, t1)⊗ (s2, t2) =
(
s1 ∗ s2, t1 ◦ t2

)
. (2.5)

Taking (u, v) as the initial element of Z, we see that

(Z;⊗, (u, v))

is a V -algebra.

Now we discuss structures of V -algebras on some finite sets.

Example 2.1. Let X contain only one element u. Then the binary operation ∗ is defined only as

u ∗ u = u,

and (X; ∗, u) is a V -algebra.

Let X = {u, s}. In view of conditions (V1), (V2), and (V5), a binary operation table is of the form

Table 2.1

∗ u s
u u u
s s s

Then (X; ∗, u) is a V -algebra.
Let X = {u, s, t} be a set and we take u as an initial element. In order to make X a V -algebra a binary

operation ∗ may be defined on X in the form as shown in the Table 2.2 where p and q are to be determined.

Table 2.2

∗ u s t
u u u u
s s s p
t t q t

Also,
s = s ∗ (s ∗ t)

implies that either s ∗ t = u or s or t, where s ∗ t = s.
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Now, s ∗ t = t =⇒ s ∗ t = s. Hence s ∗ t = u or s, i.e. p = u or s.

Similarly, q = u or t.

So we have four possibilities:

(p, q) = (u, u), (u, t), (s, u), (s, t).

Simple computations show that in all the four cases, (X; ∗, u) becomes a V -algebra.

Remark 2.1. Every set X with |X| ≤ 3 is a V -algebra under suitable binary operations.

Example 2.2. Now we consider the case in which |X| = 4. Let X = {u, s, t, v}. In view of conditions (V1),
(V2), and (V5), we consider two binary operations ∗ and ◦ given by the following tables.

Table 2.3

∗ u s t v
u u u u u
s s s u t
t t u t v
v v t v u

Table 2.4

◦ u s t v
u u u u u
s s s u t
t t u t v
v v t v v

From Table 2.3,
v ∗ (s ∗ t) = v ∗ u = v and (v ∗ s) ∗ (v ∗ t) = t ∗ v = u,

imply that (V 4) is not satisfied for the binary operation ∗. This means that (X; ∗, u) is not a V -algebra.

However, (X; ◦, u) is a V -algebra.

Example 2.3. We consider a system where X = {u, a, b}, u being the initial element, and the binary
operation ∗ is given by

Table 2.5

∗ u a b
u u u u
a a a u
b b u b

Then (X; ∗, u) is a V -algebra (Example 2.1).

Let Y = X ×X = {e, l,m, n, p, q, r, s, t} where

e = (u, u), l = (u, a), m = (u, b), n = (a, u), p = (a, a), q = (a, b),

r = (b, u), s = (b, a), t = (b, b).

Let a binary operation ◦ be extended in Y from the binary operation ∗ given by Table 2.5. The binary
operation table for ◦ is as follows:
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Table 2.6

◦ e l m n p q r s t
e e e e e e e e e e
l l l l l l l l l l
m m e m m e m m e m
n n n n n n n n n n
p p p p p p p p p p
q q n q q n q q n q
r r r r e e e r r r
s s s s l l l s s s
t t r t m e m t r t

Then (Y ; ◦, e) is a V -algebra (by Theorem 2.2).

3 Homomorphisms and Multipliers
Let (X; ∗, u) be a V algebra. Let φ and ψ be functions of X into itself.

Definition 3.1. (a) φ is said to be a homomorphism if φ(s ∗ t) = φ(s) ∗ φ(t), s, t ∈ X. (3.1)
(b) ψ is called a multiplier if ψ(s ∗ t) = ψ(s) ∗ t, s, t ∈ X. (3.2)

Example 3.1. Let a be a fixed element of X. The function φa, defined as φa(s) = a ∗ s, s ∈ X. (3.3)
is a homomorphism. This follows from condition (V4).
Again, if ψa is defined as ψa(s) = s ∗ a, s ∈ X,
then condition (V 3) implies that ψa is a multiplier on X.

Remark 3.1. Since φa(u) = a ∗ u = a, a homomorphism may not map the initial element to itself.

Definition 3.2. The kernel of a function φ, denoted as K(φ), is defined as

K(φ) = {x ∈ X ; φ(x) = u}. (3.4)

Lemma 3.1. The kernels of a homomorphism and a multiplier are pre-subalgebras of X.

Proof. Let K(φ) and K(ψ) be their respective kernels.
For s, t ∈ K(φ), we have φ(s ∗ t) = φ(s) ∗ φ(t) = u ∗ u = u,
and φ(t ∗ s) = φ(t) ∗ φ(s) = u ∗ u = u.
So K(φ) is a pre-subalgebra of X.
Again, for s, t ∈ K(ψ), we have ψ(s ∗ t) = ψ(s) ∗ t = u ∗ t = u,
and ψ(t ∗ s) = ψ(t) ∗ s = u ∗ s = u.
So K(ψ) is also a pre-subalgebra of X.

Note 3.1. In general K(φ) (or K(ψ)) may be a sub-algebra (or an extended sub-algebra).

Example 3.2. We recall Table 2.6 and observe the following:

K(φm) = {l, p, s}, K(φr) = {n, p, q}, K(φt) = {p}, K(ψp) = {m, r, t}.
All these sets are extended sub-algebras of X.

Lemma 3.2. Every constant function is a homomorphism but not a multiplier.

Proof. Let c be a fixed element of X and let f(s) = c for all s ∈ X. Then f(s ∗ t) = c = c ∗ c = f(s) ∗ f(t),
which implies that a constant function is a homomorphism.

For the other part, we recall Table 2.5 and let f(s) = b for all s ∈ X. Then f(b ∗ a) = f(u) = b and
f(b) ∗ a = b ∗ a = u ⇒ f is not a multiplier.
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4 Conclusion
In this paper, the notion of V -algebra is introduced and illustrated in Examples 2.1, 2.2, and 2.3. The
concepts of pre-subalgebra, subalgebra, and extended subalgebra are introduced in Definition 1.3. Some
properties of V -algebra are discussed in Lemma 1.2, Theorem 2.1, and Theorem 2.2.

Two interesting mappings are developed through this work, namely the homomorphism and the multiplier
map. Examples of both these maps are illustrated in Example 3.1. Furthermore, the kernel of a
homomorphism is defined in Definition 3.2, and a property of the kernel is discussed in Lemma 3.1. Finally,
a property of constant functions regarding homomorphisms and multiplier maps is discussed in Lemma 3.2.
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