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1. Introduction. In an earlier Paper [1], S“- transform has been
defined by

(1) S, [ =1 () =] ; ft)

where [(1) is a suitably restricted conventional function defined on the

~R(s/t)

s -+

dt, (uz 0),

real line 0 <1 <o and 0 < Re(S) < eo. It has been generalised in the
case of generalised functions as
; . A ,

A2 S [fO] =F () =< ) ——p—> Wz 0).
Its inversion formula has been also derived. Here it is proposed to discuss
some operation-transform formulae of the transform given by (1.1).

2. Operation- Transform Formulae for Su" Tranform
Differentation : If ¢ € Bu’ where Bp is the space of all complex valued

smooth functions ¢ (¢) such that for each ¢ (¢) € B,, we have
() -*—oiLfQJD"d)(t) | (n=012..)

bounded.

We shall prove that

@D p,[-Do]=p, [0

Since,

p, [~ ¢ ] =5 ID" D)l
= sup |D" ¢|

Y B -4
= pn+I M’ ‘ :
Therefore, we get
pn ["D ¢] = Pn+1 [¢]
From (2.1) it follows that ¢ — —D ¢ is a continuous and linear mapping
~of Bu on to itself. Therefore, from Theorem 1. 10-1 due to Zemanien [2.
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p. 29], the adjoint mapping f — D fis also a continuous and linear mapping
of ﬁ'p on to itself where B’ is the dual of B, and therefore we get

(2.2) <Dft), ¢ (t)>=<ft)-D¢ () >

Now, we prove that the following operation-transform formula

2.3) Su (D" fls K.Su [Lfil

Proof. Using, the generalised definition of Su—transform and the relation
(2.2), we get

(3"“(3/[')
S, 11 =< D), >

D e~-p(s/l}

= < f{t) (DY = >

/), (-D) o

n I

= f([ ), E "‘C, (-. D )rn,—:)e-~u s/t (__ ]))Vm_,_”__ .

0= () ¢ g + t

Therefore, we get
, GNP ()
4) o« "1 =< [(t), . I -
@) S, D] =<0,

where P, (t) and @, () are the polynomials in ¢ such that order of @ (1) =
order of P (t).

Let us suppose that fis a regular generalised function of B’u . Therefore,

for, o € B, , we have

<fo>=[ )o@

and

I<ho>1< [ 11 16®)] dt
Consequently, we get

@5) I<fo>1<<|fl, o] >.
An appeal to (2.4) and (2.5) gives

'S“ (D f11 << 1f@), |- ik 1"’” t)

s M om

| >
e~»;1s/t ‘
£ < |f@), Iwg"”j:iml- K?,

where I——g—’k—((,%lsK(const); 0<t<oo;0<us<ooandpz0
n .

Therefore, we get

IS, ID*f1I <K< |f),|

e—us/t

s+
<K S, [If®)|l:

>
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This completes the proof.

Multiplication by an Exponential Function. Let g be a real
number such that 1 > 0. Now we prove that ¢ (¢) = ¢ ¢(t) is a continuous
and linear mapping from _Bp on to itself.

Proof. let ¢ e .B“ We }1"f;ve
DM e o) = % e, D"Ve™ DV ot)

0=
n

- 2 , "/Cu (__u n-v (fw DY ([)(f,)
0=
Therefore, we got N

D e o)l = 3 KD 00|

n,, n-v -4t Yy -
where | "¢, (-1)""e™| < Kforuz 0and 0 <{ <eo,

Thus we get
n

2.6) p, [eMdM K < % tp, 01| (n=0,1,2,..;v=012, )
=0

oo
From (2.6), it follow that ¢ (1) > ¢ §(t) is a continuous and lineir

mapping of 'Bu on to itself, Thercefore, from Theorem 1.10-1 due to
Zemanian [2,p.29] the adjoint mapping / — ¢™* f is also a continuous
and linear mapping of B W onto itgelf and we get

@7 <eMft), o) >=<ft), e (1) >

An appeal to (2.7) and the generalised definition of Su-transform,

we get

ewps/t
S, [e*fR)] =<etf), >
M s +t
evus/t
= —lt
<f), e* —x
Therefore,
(,~-us/t
S [t << ~pl e | >
IS, [l )], le™]. | Py |
by (2.5) if f is a regular generalised funciton
M (,«w;w/t
< <| f@t - >
VIR
<

MS, [ /)]

where [e® | <M

Thus we get an operation-transform formula

@8 18, /W]l < MS, [ /O],

. Multiplication by (s+t)™ where A > 0; 0 <t <o and 0 < s< co,

We prove that ¢ () — (s+t)™ ¢(t) is a continuous and linear mapping
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of B“ on to itself, where A > 0; 0 <t <o and 0 < s< 0o,
Proof. Let ¢ € B, we haxlrlg
DI W= L e, DG D o)
U=

= U)l__lj ’ e, (M=), (A (nv-1 s+ D ().
Therefore, we get

ID,[(s+)* o) | < M E D" )|
where | "¢, (-M(-A-1)...(~A~ (n_u-z)(sﬂ)* v < M.

=012 ..;,v=012..)

Thus, we get
@9) p, (4] o)) <M Z P, [00)]

From (2.9) it i()llow% Lh Wt (1) = (s+)™ ¢(1) is a continuous and
linear mapping of Bu on to itself. Therefore, from the theorem 1.10-1 due
to Zemanian [2.p 29]. the adjoint mapping [ — (s+)™* fof ¢p— +H)™* ¢ is
also a continuous and linear mapping of B 'p on itself and we get
(2.10) < ()™ f(1). O(1),  f(1).(s+)™ (t)>.

An appeal to (2.10) and the generalised definition of Sll -tranform gives

Sl f)] =<(+)? e >

oHs/t
=< f(1),(s+ t)“
If be a regular generalised function then by using (2.5), we get

~ps/t
1S, ]| < < 17w, |ty [
s+

e—us/l, X - ]
s N<|f)l, - > = NS LI
s+

where 0< |(s+)™*] < N.
Thus we get an operation-transform formula
@11) |8+ W] SN S, (1]
Shifting. Let T be a fixed real number such that
0<t+T <o and 0 <t <. Let ¢ (¢) € B, Now we shall prove that
(t+7) is a continuous and linear mapping of B on to 1tse1f
Proof. Let us consider
D* [o@+T)] =(d/dt)" |¢ (t+T)|

S A
=l g1 10 D]
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— n
= (e (4]

=D’y (4T)

=D, [0t,], [t, = t+1]
where 0 <t +T <o and 0 <t <eo
Therefore, we get ‘
(2.12) D", [o+D] =D, [ o)), [t; =]
1e. p, [o@+D)] =p, [dW)].
Thus from (2.12), it follows that ¢ () — ¢@+7) is a continuous and linear
mapping of Bll on to itself. Its inners sapping ¢ (¢) — ¢(t+71) is also a
continuous and linear mapping of Bu to on itself. Therefore ¢ () — (¢+T)
is an isomorphiam of B’l onto itself, the adjoint mapping of ¢ (1) — ¢(+1)
is f(t) = [ +T) which is also a continuous and linear mapping of B ';1
onto itgelf due to Theorem 1.10-1 of Zemanian (2,p. 29] and we get
(2.13) <f(+T), 6 () > =<f(1), o (1+T) >
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